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Why Propaganda?
• “Expression deliberately designed to influence the

opinions/actions of other individuals or groups with
reference to predetermined ends.”

Institute for Propaganda Analysis
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Computational	Propaganda
• “The rise of the Internet […] has opened the creation and

dissemination of propaganda messages, which were once the
province of states and large institutions, to a wide variety of
individuals and groups.”

(Bolsover	and	Howard,	Big	Data	5(4))

persuasive messages anonymity

audience targeting

efficient dissemination of data

Bot armies



Propaganda	Analysis	at	Document-level
Supervised model to compute a propagandist index: the likelihood of a text to contain 
propagandistic mechanisms to deliberately influence the reader’s opinion. 



Related	work

l Aim:	differentiating	real	news	from	satire,	hoaxes,	and	
propaganda.	

l Corpus:	~22K	documents	from	the	English	Gigaword
(real	news)	and	from	seven	unreliable	news	sites.	

l Representation:		word	n-grams,	with	n	∈ [1,	3].

l Model:	max	entropy	with	L2 regularization.	

(Rashkin, et al., EMNLP 2017)



TSHP-17 Corpus (Rashkin, et al., EMNLP 2017)

l Representation: 
word n-grams

l In-domain data (dev): 
- F1: 94.48
- Accuracy : 94.44

l Out-of-domain data (test):
- F1: 69.26
- Accuracy: 69.73

• Gold labels obtained by distant supervision



Hypothesis

l The topic of a document and its topic-specific
vocabulary are not relevant factors to decide whether
it is propagandist or not.

l Representations based on writing style and
complexity can generalize better than current
approaches based onword-level representations



Proppy: features
1. Lexical features

For each of the lexicons, the total number of words in the article is a feature



Proppy: features

2. Vocabulary richness features



Proppy: features

3. Readability features



Proppy: features

4. Style features:
l TF-IDF weighted Character 3-grams to 

capture different style markers, such as 
prefixes, suffixes, and punctuation marks. 



Proppy: features
5. NELA* features :

l Structure : POS counts, linguistic (LIWC), clickbaits
(Chakraborty et al. 2016).

l Sentiment: sentiment(Hutto and Gilbert 2014), emotion 
(Recasens et al. 2013) and (LIWC) , happiness (Mitchell et 
al. 2013).

l Topic-dependent: bio, relativity, personal concerns (LIWC)
l Morality: Moral (Haidt et al. 2009) and (Lin et al. 2017)
l Bias: bias (Recasens et al. 2013) and (Mukherjee et al. 

2015), subjectivity (Pang et al. 2004).

*(B. Horne, S. Khedr, S. Adal, “Sampling the news producers: A large news and feature data set for the study of the complex media 
landscape” AAAI-18)



Proppy: Corpus

l Qprop-18 

l Collected using GDELT + MBFC



Experiment 1: Two-Class Classification on TSHP-17 and QProp-18



Experiment	2:		Learning	Propaganda	vs.	Learning	the	Source

Test set (fixed): selected all examples from 5 propagandistic sources
Training: randomly selecting n propagandistic sources, random sampling the non-propagandistic 
ones such that the distribution is similar to the one of the full dataset



Fine-Grained	Propaganda	Analysis
• Proppy is not able to provide explanations for its scores
• Distant supervision is problematic, but avoiding it by labeling each article is not 

feasible
• We tackle the problem from a different angle
• Propaganda is conveyed through a series of rhetorical and psychological techniques





Name	Calling





Bandwagon: “Attempting to persuade the target audience to join in and 
take the course of action because "everyone else is taking the same 
action".



“We are in the middle of the sixth mass extinction, with more than 200 species
getting extinct every day"

Greta Thunberg



“We are in the middle of the sixth mass extinction, with more than 200 species
getting extinct every day"

Greta Thunberg Appeal	to	Fear



We created a new dataset with 18 techniques annotated at fragment level 
(450 articles from 48 sources, 350k words, 400 man hours for annotating it)

Propaganda Techniques Corpus



• Articles	are	annotated	
at	fragment	level	by	

experts

• Annotators	 choose	
between	18	

techniques	for	a	
fragment



• Phase 1: two annotators, ai, aj, independe
ntly annotate the same article

• Phase 2: they gather with a consolidator
ck to discuss all instances and to come up
with a final annotation.

Annotation Process
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Tasks
• FLC - detect the text-fragments in which a propaganda technique is used and identify the technique.
• Spans is a lighter version of the task in which only the span has to be identified.
• SLC a binary task at sentence-

level: a sentence is considered as propagandistic if it contains one or more propagandistic fragments.
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Evaluation Measures
• SLC: standard F1 measure
• FLC - we adapted a measure for NER to account for overlapping gold spans
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Models
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Results: Fragment-Level
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Results: Sentence-Level
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Interested in the Task?


